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I. INTRODUCTION

The quaternary semiconductor alloy, InGaAsP, is technologically

important because it can be grown lattice matched on readily available

InP substrates with a direct energy gap which can be varied continuously

in the wavelength region from 0.95 vm (InP) to 1.68 um (In0.53 Ga0.47 As).1

Semiconductor optoelectronic devices that can operate in this spectral

region are well suited to fiber optic communication systems because optical

fibers have their lowest loss and wavelength dispersion in this spectral

2
range . Since the composition of an InGaAsP epitaxial layer can be adjusted

to obtain lattice match for a desired band gap energy, these two fundamental

parameters and their relations to the crystal growth conditions must be

characterized thoroughly in order to obtain the high quality epitaxial

layers required for fabricating high performance optoelectronic devices.

In this work, we report on the use of X-ray diffraction in the

characterization of InGaAsP grown by liquid phase epitaxy (LPE) since it

3is the most sensitive means of detecting lattice mismatch . In addition,

we have performed minority carrier diffusion length measurements on LPE

InGaAsP and InGaAs and have studied the influence of lattice mismatch and

majority carrier concentration on the diffusion lengths for these layers.

This report is divided into two parts, the first dealing with the appli-

cations of X-ray diffraction to characterize the crystal growth and the

second treating the minority carrier diffusion length measurements. Before

covering the details of the growth characterization section, an introductory

discussion of X-ray diffraction is presented to establish the terminology

and provide for an understanding of the X-ray diffraction system that was used

in this work.
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II. X-RAY DIFFRACTION

A. Crystal Lattices

The fundamental property of a semiconductor crystal is the three-

dimensional periodicity of its constituent atoms. The periodic arrangement

of the atoms in the crystal can be referenced to a mathematical construct

called a point lattice or more simply lattice, which is defined as a set

of points in space that are arranged in a manner where each point has

identical surroundings. The building block of the lattice is the unit cell

which is a parallelepiped with edges a1, a2, and a3, and when translated by

the lattice vectors, r = xaI + ya2 + za3 for all integral combinations of x, y,

and z fills the entire lattice.

The lattice points generated by r can be grouped in such a way as

to produce an infinite set of parallel equidistant planes, (lattice planes)

containing every point of the lattice. Each set of lattice planes is

uniquely specified by a group of three integers (hkZ) called the indices

which are obtained from the reciprocal intercepts the plane closest to the

origin of the unit cell makes with the three axes. A plane parallel to an

axis is considered to have an intercept at infinity, thus, the reciprocal

intercept is 0. The perpendicular distance between two adjacent planes is

called the interplanar spacing and is denoted by the notation dhk I .

B. Production of X-rays

The source of X-rays for diffraction is an X-ray tube, which is an

evacuated envelope containing a tungsten filament cathode as the source of

electrons and a water cooled anode which houses the target metal. The

X-rays produced at the target pass through ports made of thin beryllium

foil which is nearly transparent to X-rays.

---i __--____ ll__ ii___... .i - i | | - -.,.
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The electrons emitted from the heated filament are accelerated to the

target through the voltage (-20 kV) applied between the cathode and anode.

The highly energetic electrons hitting the target generate a spectrum of

X-ray radiation consisting of two components, (1) continuous or white

radiation which is due to the deceleration of electrons that hit the

target and (2) characteristic radiation which oct- , -or accelerating

voltages greater than a minimum voltage called ti 'itical potential.

The characteristic radiation spectrum is a ,-"e property of the

material comprising the target. The characterist-. lines of the spectrum

are produced when electrons of sufficient energy impinging on the target

can knock out an inner shell electron of a target atom leaving the atom

in an excited state. One of the ways the atom can return to its ground

state is for an outer shell electron to fall into the vacancy of the inner

shell and produce an X-ray photon with an energy given by the difference

in energy between the inner and outer shells. The shells of an atom are

designated by the letters K, L, M, ... beginning with the innermost shell.

X-rays produced by an electron of an outer shell falling into a K shell

vacancy are called K X-rays and are further labelled by the particular

outer shell the electron originally came from. The X-ray line produced

from a transition from the M to K shell is called U( radiation and the

transition of an L to a K shell produces Ka emission. The Ka radiation

is further subdivided into two wavelengths Ka1 and Ka2 due to the existence

of two closely spaced L states involved in the transition to the K level.

These characteristic emissions are the ones used for diffraction because

they are extremely intense and nearly monochromatic. The wave-
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lengths of these lines for the Cu target used in this work are as follows:

K6 = 1.39217 A, Ka 1 = 1.54051 A, and Ka 2 . 1.54433 A.

C. Diffraction

Diffraction is the result of the interaction between the incident

X-ray beam and the atoms of the lattice. The oscillating electromagnetic

field of the X-ray beam causes the electrons of the atoms to vibrate and

emit secondary radiation in all directions, however, only those particular

directions where the reemitted radiation from different lattice planes

differ in phase by an integral number of wavelengths will there be

constructive interference producing an intense diffracted beam. Although

the electron density of an atom in a lattice plane is distributed, the

secondary radiation from the distribution can be summed to produce a

resultant as if the radiation came f-om the lattice plane. This affects

only the intensity and not the direction of the diffracted beam.

The condition for diffraction is given by Bragg's law:

nX = 2d sin 9

where N is the wavelength of incident radiation, d is the interplanar

spacing of the set of lattice planes under consideration, 6 is the angle

that the incident and diffracted beams make with respect to the lattice

planes, and the factor n is an integer called the order of reflection

which arises from the condition that the path difference between the

X-rays from different planes be an integral number.

The semiconductor alloys studied in this work belong to the cubic

system, therefore, Bragg's law can be rewritten with the interplanar

spacing explicitly stated for the cubic lattice:
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a.
nX 2 sin e

2 2 2
h + k

where h, k, and 1 are the indices of the diffracting set of planes, and ai

is the lattice parameter of the cubic unit cell of the crystal i. This

form of Bragg's law emphasizes the fact that, for a particular wavelength,

the diffraction directions, 9, are uniquely determined by the size and

shape of the unit cell.

D. X-ray Diffractometer and Alignment

The lattice mismatch of the epitaxial layers was measured with a

single crystal diffractometer shown schematically in the plan view of

Fig. 1. The focal spot of the X-ray tube, the point at which the X-rays

are emitted, and the receiving slit, which defines the width of the

diffracted beam entering the detector lie on the diffractometer circle.

The sample is mounted on the rotation axis of the diffractometer, and when

a diffraction scan is made the crystal is rotated at one half the angular

velocity of the detector to maintain the symmetric Bragg diffraction

geometry where the incident angle, 9, equals the diffracted angle, 9.

The angular position of the detector is thus 2e, with the zero position

defined where focal spot, sample surface, and receiving slit are all in

line.

The X-ray beam is collimated by a set of slits located near the exit

port of X-ray tube and the receiving slit. These collimators improve the

angular resolution of the diffractometer by removal of the divergent X-ray

beams which would allow diffraction to occur over a wider range of angles.

The Soller slits are composed of a set of thin closely spaced metal plates

mounted parallel to the plane of the diffractometer that eliminate the
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axially divergent X-ray beams. The other collimators are vertical slits

which limit the equatorial divergence of the X-ray beam.

The samples consist of an epitaxially grown InGaAsP layer on an

InP substrate, with typical layer thicknesses from 2 to 15 um, while the

substrate thickness is approximately 300 pm. The samples are fixed to

a stainless steel mount with a thin film of white wax (glycol pthalate).

The mount fits into a spring-loaded fixture located at the diffractometer

axis. Because the samples are slightly misoriented from the sawing and

polishing procedures, they must be aligned before any diffraction can occur.

The first step in the alignment procedure is to position and lock the detector

at a strong reflection, usually (400), then manually rotate the crystal with

the w drive until a strong signal is observed. The w setting is then locked,

and then the 28 position of the detector is changed to find the precise

position of the Ka, peak. Finally, the 2e drive is locked while the w setting

is readjusted to peak the signal.

E. X-ray Detection System

The X-ray detection system that records the X-ray intensity as the

diffraction scan is made is shown in the block diagram of Fig. 2. The

X-ray photons that pass through the receiving slit are detected by the

proportional counter. The counter tube is filled with Xe gas at a pressure

near one atmosphere and has a beryllium window which is virtually trans-

parent to X-rays. The tube is biased at a voltage of 1840 V so that

when an X-ray photon enters the tube and ionizes a Xe atom, the ionized

electron acquires enough energy as it is accelerated to the anode of the

tube to remove electrons from other atoms which, in turn, cause further

ionization. Thus, there is a multiplication of over 1000 for each X-ray
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photon entering the tube. This detector is called a proportional counter

because the tube generates an output pulse height which is proportional

to the X-ray photon energy. The output pulse is amplified by the charge

sensitive preamplifier and main amplifier to a level usable by the single

channel analyzer (SCA).

The SCA generates a voltage pulse only when an incoming pulse is

within the preselected voltage limits or equivalent energy range,

thus increasing the signal-to-noise ratio by discriminating between

the pulses of interest and those of higher and lower amplitudes. The

output pulses from the SCA are converted to an analog rate (counts per

second) by the ratemeter which is used to deflect the pen of the strip

chart recorder to record the count rate (intensity) as a function of

diffraction angle as the diffraction scan is made. It is crucial to

optimize the SCA energy limits for a particular X-ray wavelength and main

amplifier gain which determine the height of the pulses entering the SCA

to obtain a good signal-to-noise ratio.

The voltage (energy) distribution of the pulses for the Cu Kai line

is shown in Fig. 3 which is a plot of the ratemeter count rate as a function

of the SCA E (Energy) setting (voltage). This plot was obtained by setting

the diffractometer on the InP (400) Ka reflection and recording the count

rate as the E setting was varied with a narrow AE window setting of O.lV.

In order to maximize the signal intensity, the SCA acceptance window should

include the main portion of the peak, amd should reject voltage pulses above

and below the peak to minimize extraneous signals. A good compromise

is to place the boundaries of the acceptance window at approximately the

10% points of the distribution; in this case, the E setting would be 2.2 V

with a IE setting of 1 V which would result in the SCA generating a pulse
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only when an input pulse has an amplitude between 2.2 and 3.2 V. Although the

SCA significantly improves the signal-to-noise ratio, it is incapable of

resolving the KaI and Ka2 lines because they are spaced too closely in

energy.

F. Typical Diffraction Curves

A set of three typical diffraction curves produced by the previously

described diffractometer and X-ray detection system is shown in Fig. 4.

The curves are the (600), (400), and (200) reflections from a polished

(100)-InP substrate. Each reflection consists of a pair of diffraction

peaks corresponding to the diffraction of the Ka and Ka2 lines produced

by the Cu X-ray tube. The relative peak intensities between the three

diffraction curves were made comparable by a change in the ratemeter range

setting; the peak intensities actually decrease as the order of reflection

increases. The Ka peaks of each reflection are distinguished by the fact

that the Kal peak occurs at a lower angle than the K 2 peak due to its

slightly shorter wavelength with a peak intensity approximately twice that

of the Ka, peak.

Two general characteristics are apparent in Fig. 4 as a consequence of

the property that the effective interplanar d spacing decreases as the

reflection order increases causing the higher order reflection to occur at

higher angles, and more importantly, increasing the angular separation or

resolution between the KaI and Ka2 lines. When a lattice mismatched

epitaxial layer is grown on the substrate, the diffraction of X-rays from

the layer and substrate with different d spacings will cause two pairs of peaks

to be observed, one Ka pair due to the layer and the other pair from the
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substrate. The amount of mismatch, Aa/anP(Aa - aInGaAsP - a n), is

determined by the angular separations of the diffraction peaks, and as the

reflection order increases, this separation will also increase because of

the decrease in the d spacing which caused the increase in the separation

between the KaI and Ka2 peaks in Fig. 4. Therefore, the highest possible

reflection should be used to obtain the greatest resolution of the mismatch.

G. Absorption Effects

X-rays are absorbed by the atoms of the crystal and this effect is

characterized by the linear absorption coefficient, w(cm- ). The intensity,

I(x), of an X-ray beam after it has passed through a distance x of the

material is given by the relation, I(x) = I0 exp(-ujx), where I0 is the

intensity of the incident X-ray beam. The linear absorption coefficient is

a constant for a particular crystal composition and X-ray wavelength and

is on the order of 1000 cm-1 for the lattice matched InGaAsP/InP alloy

family and Cu Ka radiation.

The effect of absorption is important because it can be used to

identify the diffraction peaks of lattice mismatched layers by observing

the behavior of the relative peak intensities at different reflections,

since the path length x in the epitaxial layer is a function of the

diffraction angle. As the reflection order (hkl) decreases, the diffraction

angle also decreases causing the X-ray beam to enter and exit at a more

oblique angle, increasing the path length that the beam traverses in the

epitaxial layer and reducing the intensity of the beam at the substrate.

Therefore, the diffracted intensity from the substrate decreases relative

to that from the layer as the order of the reflection decreases.

The absorption effect is enhanced by the phenomenon of secondary

extinction, which is the reduction of the incident beam intensity as it
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passes through the sample by the strong diffraction of X-rays from the

material closest to the surface. Since secondary extinction is more

4
pronounced at lower angles of diffract-in, the change in relative peak

intensities from the layer and substrate with respect to the diffraction

angle is due to both absorption and secondary extinction.

These effects are illustrated in Fig. 5 which shows diffraction curves

for the (442) and (333) reflections of a mismatched (Aa/a - +0.1%) InGaAs

epitaxial layer grown on a (111)-InP substrate. At the higher (442)

reflection, the peak from the substrate is much stronger than that of the

layer with the ratio of intensities being IL/iS = 0.38, where IL and IS

refer to the peak heights of the layer and substrate respectively. At the

lower (333) reflection, which occurs at a lower angle, the peak from the

layer is now stronger than that of the substrate, with the ratio of

SL/IS - 1.32. The behavior of the relative peak intensities is in complete

accord with effects of absorption and secondary extinction.
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III. EPERIMENTAL RESULTS - LPE GROWTH

A. Crystal Growth

The epitaxial layers used in this work were grown by liquid phase

epitaxy (LPE) on (100) oriented InP substrates polished with a 1% bromine-

methanol solution. The growth system consisted of a multiple-well

horizontal slider boat constructed of high purity graphite enclosed in

a quartz tube. A hydrogen gas ambient within the tube was produced by

a Pd purifier. The heating element was enclosed by a semitransparent

liner coated with a gold film and mounted on rails so it could be slid

over the furnace tube. This particular growth furnace offers the

advantages of rapidly heating and cooling the slider boat and visually

determining the liquidus temperature of the growth melts. The growth

melts were composed of accurately weighed amounts of GaAs, InAs, InP

(for the quaternary layers), and dopant for the doped layers, added to

1.2 g of In to form melts saturated at 650*C for the quaternary and

630*C for the ternary.

The various temperature-time growth programs used in this work are

shown in Fig. 6. Although the times and temperatures in Fig. 6 are only

applicable to the growth of the quaternary, the terminology for the various

growth techniques that is discussed later applies equally well to the

ternary growths which were done at lower temperatures. Three different

LPE growth techniques are shown, step-cooling, super-cooling, and equilibrium-

cooling. Prior to growth, all three techniques follow the same heating

procedure, the furnace tube is purged at room temperature after loading
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the substrate with hydrogen gas for 30 or more minutes to flush air and

water vapor out of the system. After purging, the furnace is moved over

the tube to rapidly heat the system to approximately 670*C and held at this

temperature for a minimum of 40 min. to ensure that the melt constituents

are completely dissolved. During this period, the substrate becomes

thermally damaged due to the phosphorous loss from the surface. After the

temperature is reduced to the initial growth temperature, the substrate is

slid under a well containing pure In to etch the surface and eliminate the

thermally damaged portion of the substrate. Growth is initiated by sliding

the substrate under the growth melt and terminated by sliding the substrate

out into an empty well. The furnace is then slid off the tube to allow for

rapid cooling to room temperature. The three growth techniques are

characterized by the method in which the temperature varies with time during

growth. For step-cooling, the growth temperature, T., is held at a constant

value of supersaturation, AT, during growth, while for super-cooling, the

temperature is decreased linearly (ramped) after an initial supersaturation

during growth. In the case of equilibrium cooling, no supersaturation is

used and the growth run starts at the saturation temperature and the temperature

is ramped down from there until the termination of growth.

After growth, the lattice mismatch was determined by X-ray diffraction

and the band gap of the layers was determined by optical spectrophotometer

transmission measurements of the sample with the substrate side polished

to reduce scattering. The wavelength corresponding the the bandgap, k

was identified with the wavelength at the 50% point between the maximum and

minimum values of transmission.
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The lattice mismatch is defined as a/aln P where a = aInGaAsp-aInP,

and thus a positive mismatch means the lattice constant of the layer is

greater than that of the substrate. Since a symmetric diffraction geometry

was used, the lattice mismatch measured is the component perpendicular to the

(100) surface and includes any strain in the (100) direction induced in the

quaternary layer. ' 6 The diffraction peak from the substrate serves as an

internal standard for the InP lattice constant as well as offering a

qualitative measure of the crystal quality and compositional uniformity of

the grown layer by comparison of the diffraction line widths. In addition,

the diffracted intensities from the layers and the substrate were comparable

and made the measurement of line positions convenient. The thicknesses of

the epitaxial layers for the samples studied ranged from 2 um to 15 wm.

The half maximum peak widths for material with a uniform lattice parameter

were about 220 s of arc, while peak widths for graded composition material

were significantly broader. The minimum amount of lattice mismatch

resolvable for these conditions was approximately 0.02%.

B. Determination of Distribution Coefficients

In the LPE growth of the InGaAsP alloy on InP, it is of fundamental

importance to understand the interrelationship between the composition

of the growth melt and the composition of the resultant epitaxial layer

for a specific set of growth conditions. This relationship is expressed

in terms of the distribution coefficient, K i, which is defined as the

ratio between the atomic fraction of the alloy component i in the solid

and the atomic fraction of this component in the In melt, Ki = Xi/X i -i i
The experimentally determined distribution coefficients for the growth

of closely lattice matched InGaAsP in the spectral region between 1.15

and 1.31 um is shown in Fig. 7. These data have been presented in tabular
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form elsewhere to facilitate a more accurate determination of the melt
7

composition. The epitaxial layers were grown by the step-cooling technique

at 640C from undoped melts which were saturated at 6500C. The distribution

coefficients of the four melt constituents are plotted as a function of y,

the As composition of the In xGa -xAs YP Y solid. The three data points are

the solid compositions, as determined by electron microprobe measurements,

corresponding to band gap wavelengths of 1.15, 1.21, and 1.31 um for increasing

y. The compositional dependence of the distribution coefficients, especially

the large decrease in KGa with y in this spectral region, makes a trial-and-

error determination of the proper melt composition for lattice matched

growth difficult. However, once the correct melt composition is determined,

lattice matched epitaxial layers with the desired band-gap energy can be

grown reproducibly. In order for these distribution coefficients to be

meaningful, the closeness to lattice match of the grown layers must be

verified, and is demonstrated by the (600) diffraction curves in Fig. 8

for four different samples spanning the 1.15 to 1.31 vim range. Curve (a)

on the left- and right-hand portions of Fig. 8 is from a (100) InP crystal

and is shown for reference purposes. Curves (b) and (c) are for 1.15 and

1.31 wm material, respectively, and exhibit a close lattice match with

Aa/a < ±0.03%, the resolution limit for this particular measurement.

Curve (d) is for a k = 1.21 pm layer, and although a small amount of mismatchg

is observed (Aa/a = +0.05%), the data obtained from this growth run were

used for the y - 0.49 distribution coefficient point in Fig. 7. Curve (e)

is for a X = 1.31 vm layer with a solid composition identical to theg

sample in curve (c) as determined by the electron microprobe measurement

yet exhibits a mismatch of +0.06% which indicates the extreme sensitivity
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of the X-ray diffraction technique for determining the lattice matched

condition.

C. Effects of Lattice Mismatch on Surface Morphology

A practical consideration that must be taken into account if these

InGaAsP layers are to be used for the fabrication of useful devices is the

surface morphology and crystallographic quality of these layers. It has

been demonstrated that there is a compositional (energy gap) dependence of

the influence of lattice mismatch on the surface morphology and misfit
8

dislocation density of LPE InGaAsP layers. Larger band-gap quaternary

layers (A < 1.21 -m) can tolerate relatively high amounts of latticeg -

mismatch (ta/a Z 0.2%) and still have a specular surface with no visible

misfit dislocations. This is not the case for larger compositions,g

since even with Aa/a - +0.05% for 1.31 ;im material, these layers have a

rough surface morphology with misfit dislocations observed in the cleaved

cross section of the layer. A similar behavior is observed for InGaAs,

X - 1.68 4m. Thus, it is important to maintain a close lattice matchg

(Ca/a < 0.03%) in order to have a high quality surface suitable for device

fabrication for the larger wavelength (A > 1.21 wm) quaternary composition.

D. Variation of Melt Composition

A topic related to the determination of the distribution coefficients

is the behavior of the lattice mismatch and bandgap of the epitaxial layer

as the melt composition is varied about the one composition that yields a

lattice matched layer of the desired band gap at a particular growth

temperature. This study was performed in detail for the lattice matched

unintentionally doped quaternary with a band gap wavelength of 1.15 um

grown by step-cooling at 640*C.
9
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Figure 9 illustrates the effect of the variation of the atomic fraction

Xof As in the melt, on the diffraction curves of four samples with X£
As

increasing from curves (a) to (d). The lattice mismatch is indicated by

the separation between the Ka doublet of the layer, denoted QKaI1 and QKa 2,

and the Ka doublet of the InP substrate, InP KaI1 and InP Ka 2 Curve (b)

is for a melt of the proper composition to produce the lattice matched

condition where the Ka doublets of the layer and substrate are superimposed.

The diffraction peak profiles from the layers are as sharp as those from

the substrate and indicate layers of good crystal quality and uniform

composition.

The information in Fig. 9 along with data from additional samples are

summarized by the plot of lattice mismatch versus X in Fig. 10. As
As As

is increased from 3.35% to 3.93%, the mismatch varies linearly from -0.15% to
+0.32%. Over this same range of XAs , the bandgap wavelength, A , increases

from 1.125 -m to 1.216 wm.

A similar investigation was performed to determine the effects of the

variations of the Ga and P atomic fractions in the growth solution. Figure 11

shows that both the lattice mismatch and bandgap wavelength decrease with

increasing X2, with the influence on the mismatch being greater than the

effect on A . The lattice mismatch decreases linearly from +0.24% to -0.13%g

and X changes slightly from 1.162 um to 1.152 um as X increases fromg Ga

0.34% to 0.44%. The variation of X4 causes very little change in either

the lattice mismatch or A as shown in Fig. 12. However, as the atomic: g

fraction of P is increased above about 0.40%, nucleation in the melt occurs

before the growth temperature of 640"C is attained, and the two-phase

solution growth results in a lattice mismatched layer.
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Thus, large changes in the lattice constant of the epitaxial layer can

be accomplished by varying either X z or X z while a great variation inAs Ga

X can be obtained by altering X 
.

g

E. Effect of Growth Temperature

Lattice mismatch also results when the melt composition is maintained

constant and a growth temperature different from the one that produces a

lattice matched layer is used.9 ,10 This is illustrated in Fig. 13 which

displays diffraction curves for layers grown at three different temperatures

from melts of identical composition. Curve (b) indicates lattice match

when TG = 640*C, while curve (a) shows positive mismatch of +0.12% for

TG - 635*C and curve (c) shows negative mismatch of -0.10 for

TG = 645*C. Although the curves in Fig. 13 show considerable lattice

mismatch, the line widths of the layer diffraction peaks are comparable to

the InP line widths indicating that the layers are of uniform composition

and good crystal quality.

The dependences of mismatch and X on growth temperature are plotted ing

Fig. 14. Both parameters decrease significantly as the growth temperature

approaches the saturation temperature, i.e., as the super saturation

temperature decreases. Figure 14 indicates that growth with a nonconstant

temperature-time program in this temperature range will result in a layer

with varying mismatch and X , i.e., a compositionally graded layer.

Evidence of this effect can be seen in both the single crystal and

double crystal diffraction rocking curves in Fig. 15, which compare a

layer grown by step cooling with one grown with super cooling. Curves (a)

and (c) correspond to a 5 wm quaternary layer grown by step cooling. The

double crystal measurement (c), which resolves only the Ka line, shows

that the InGaAsP layer produces a sharp peak of comparable width to that



30

InPKal

InP~a2QKaj

QK1
C

(0I)

(b)

104.5 104.0 103.5
2e - 29

Figure 1.3. (600) diffraction curves for three quaternary lavers grown at
three different temperatures: (a) 635*G, (b 40*C, and

(c) 645*C.



31

(W71) X Hi!DN313AVM
00

c (J LO >~

0~-

00

O It) 00 010
0 -,,-& CD -..

C.7 ) LLJ w

C D
- H-

zi
LU J0a_

LJ

o- 5

0-

> 00

0J0

4~ 0 00j

05 00
+- + +I

(O,)D/o 7 ~~iVINSIVIJ 331iiV-N1



32

01

CC



33

of the InP substrate with an indicated lattice mismatch of +0.006% that

cannot be resolved in the single crystal measurement (a). The narrow width

of the quaternary peak in (c) indicates that the layer is compositionally

uniform. Curves (b) and (d) for a super cooled sample (AT = 3*C, R = 0.3*C/min,

and a total growth time of 33 min) show that the 8 wm thick layer is

compositionally nonuniform due to the changing growth temperature as

indicated by the marked broadening of both the single (b) and double crystal

(d) diffraction peaks from the layer.

F. Effect of Growth Techniaue

1. Super cooling

Additional studies were conducted on X = 1.15 =m quaternary layersg

grown by the super cooling technique with AT = 10'C and cooling rates of

0, 0.25, 0.40, 0.80, and l.OC/min for a growth period of 10 min. The

diffraction curves of four of the five samples with R increasing from

0 to 0.80*C/min from curves (1) to (4) are shown in Fig. 16. Curve (1) is

for R = 00C/min, i.e., growth by step cooling and the layer is lattice

matched to the substrate as indicated by the superposition of the InP and

quaternary KaI and Ka2 diffraction peaks. As R increases, the range of

temperature during the growth period increases, causing compositional

grading of the layer. The variation of mismatch with TG in Fig. 14 shows

that, as the growth temperature is reduced, the lattice mismatch increases

positively which is exactly the behavior shown in curves (2)-(4) in Fig. 16.

As the cooling rate increases, the diffraction peaks become broader and the

leading edge shifts to more positive values of mismatch. The broad structure-

less quaternary single crystal diffraction peaks seem to indicate that the

lattice mismatch varies continuously during growth, however, it has been
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reported recently that a stepwise variation in mismatch was observed, with

several discrete diffraction peaks from the layer, using a double crystal

difractometer to measure super-cooled samples.
12

2. Equilibrium cooling

Compositional grading is also observed when the equilibrium cooling

growth technique, where the cooling rate is used with no supersaturation, is

utilized. An example is shown in Fig. 17 where curve (a) is the profile for

a layer grown with R = 1.2*C/min over the temperature range 650°C to 639*C

and indicates a small positive mismatch. The layer thickness was approximately

4 .m.

This sample was then etched in a 0.5% Br-methanol solution with part

of the sample masked so that the amount of material removed could be

measured with a surface profilometer. The X-ray measurement was repeated

with the unetched portion of the sample shielded by lead foil to insure

that only the etched part of the sample was measured. This procedure was

repeated, producing the series of curves (b) to (d), which clearly show

the shift of the peak from the remaining layer to negative values of

mismatch. By comparing consecutive curves, the intensity due to the

material just removed was determined and the average mismatch for that

region was calculated. These data are summarized in Fig. 18, which

conclusively shows the mismatch varying through the layer in the manner

predicted by Fig. 14.

G. Effect of Growth Solution DopF-

In order to obtain practical device structures, doped quaternary layers

are required. When dopants are added to a melt that is of the proper



36

I I I I I I I

IInP~a 1

InP Ka2  Qa

0(b

(C

104.5 104.0 103.5
2e GO-44

Figure 17. (600) diffraction curves of an InGaAsP layer grown by the
equilibrium cooling technique after the layer was etched for
progressively longer times from (a) to (d). Curve (a) is for
the as grown 4.0 =m thick layer (Aa/a - 0.06%), (b) after 1.5 umn
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composition to produce a lattice matched unintentionally doped layer

(ND - NA < 3 x 106 cm- 3 as determined by Hall effect measurements), both the

lattice match and A can be disturbed.1 3'1 4

g
The effect of the n-type dopant Te is shown in Fig. 19. As the atomic

fraction, Xe' is increased, from the smallest amount that can be

accurately weighed, the lattice mismatch decreased from a significant

positive mismatch. The band-gap wavelength, X , determined by the

transmission method neglects any band filling and/or band tailing effects.

In this case, X decreases contini lusly as Xz increases. The net donorg Te icess h e oo

density covered in Fig. 19 is from 4 x 1018 to 5 x 1019 cm 3

The effect of the p-type dopant Zn on two different melt compositions

is shown in Fig. 20. One set of curves is for the melt composition that

would result in a lattice matched undoped layer. For this dopant, a

lattice matched layer with the desired bandgap wavelength is produced when

the smallest possible amount of Zn was added. As the amount of Zn in the

melt is increased, the mismatch increased to +0.08% then decreased rapidly

to a value of -0.15%. The band-gap wavelength also exhibited a similar

behavior, first increasing then decreasing rapidly. The range of net

acceptor concentration in Fig. 20 was from 9 X 1018 to 4 x 1019 cm-3

The melt composition for the second set of curves was chosen to produce

an undoped layer that would have had a lattice mismatch of +0.18% through a

. The lattice mismatch is shifted to larger values (but notdecrease in X Teltiemimthiahftdt.agrvaus(u o

in a simple additive manner) decreasing from a value of +0.28% to +0.09%,

while X decreases from 1.20 um to 1.125 um over the indicated range ofg

XZn. This suggests that it is possible to compensate for the dopant

effect by a judicious choice of melt composition that would produce the

correct amount of mismatch in an undoped layer.
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H. Interfacial Grading

1. Auger depth profiling

This report has demonstrated that high quality InGaAsP epitaxial

layers can be grown by LPE under the proper conditions, however, the

characterization methods used yield little information about the inter-

facial region forming the heterojunction between materials of differing

composition. Therefore, Auger depth profiling was used to study the

abruptness of the chemical interface of LPE grown heterojunctions.
15 ,16

The Auger depth profiling technique has been used by other workers to

determine the interface width of LPE AlGaAs/GaAs heterojunctions which was

* 17
found to be less than 130 A.

The Auger depth profiles were obtained using a Physical Electronics

Incorporated Model 545 scanning Auger microprobe. Samples were mounted on

a standard carousel with a 300 grazing incidence to the primary 5-keV electron

beam. The target current with secondary-electron suppression was adjusted

to -16 PA for all analyses. At the beginning of each analysis, the sample

chamber residual vacuum was less than 1 x 10- 9 Torr. Depth profiling

was performed by sequentially monitoring the derivative peak-to-peak

signals for the Auger transitions: In, 404; Ga, 1070; As, 1228; and P, 120 eV

during simultaneous 3 or 1 keV Ar+-ion bombardment for removal of successive

atomic layers.

2. Effect of lattice mismatch

In the first study, the influence of lattice mismatch on the abruptness

of LPE InGaAsP/InP/InGaAsP heterojunctions was studied. The samples were

grown at 640*C by the step cooling technique on (100)-InP substrates, and

the lattice mismatch was controlled by varying the amount of As in the
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quaternary growth solution. The melt compositions for the three samples

a . 04%, 0.36%, and X = 3.53% (sample 313, Aa/a < ±0.03%),
were a X4 A

3.40% (sample 314, Aa/a = -0.11%), 3.78% (sample 292, Aa/a - +0.20%).

The initial InGaAsP layer was grown for a period of 5 minutes followed by

the sequential growth of InP and InGaAsP layers for a period of 7 seconds

each. The last two layers were each about 1500 A thick. The lattice

mismatch was determined from the (600) diffraction peak of the thick

quaternary layer.

Figure 21 shows the Auger depth profile for the lattice matched

sample (313). There is essentially no difference in the chemical inter-

face width, defined as the distance between the point where the Ga and As

signals change between 10 and 90%, between the InP/InGaAsP and InGaAsP/InP

heterojunctions. It should be noted that the Auger intensities of the

quaternary constituents do not match very well on either side of the InP

layer, contrary to what would be anticipated. This is attributed to the

complexities in making quantitative determinations with the Auger profiling

technique. However, Fig. 21 can be used as a reference for making

comparisons with similar structures as was done here.

Figure 22 shows the Auger profile for sample 314 which had a larger

mismatch (la/a - -0.11%) between the InP and quaternary layers than

sample 313. In this case, the InGaAsP/InP interface width is essentially

the same as in Fig. 21, however, the InP/InGaAsP interface shows considerable

broadening. The Auger profile for sample 292, which has the largest amount

of mismatch (Aa/a - +0.20%), is shown in Fig. 23. The InP/InGaAsP interface

has an even greater width and there also appears to be some broadening in

the InGaAsP/InP interface.
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These profiles clearly indicate that the grading of the InP/InGaAsP

interface is more pronounced for larger values of mismatch. This observation

13
can be explained by the growth kinetics of the interface. The super-

saturation of the growth solutions provides the driving force for

nucleation at the interface, and the crystal growth that occurs is that

which minimizes the free energy, including the surface energy. Any lattice

mismatch will increase the surface energy and thus slow down the nucleation

and growth for a given supersaturation of the growth solution. Thus, the

lattice mismatch will result in greater dissolution of the quaternary and

a wider graded composition interface region.

These results indicate that a close lattice match is required to

fabricate InGaAsP/inP heterostructures by LPE and that a small amount of

mismatch will cause significant grading, especially in InP/inGaAsP

heterojunctions. Any grading at the interface can introduce additional

strain, misfit dislocations, and other defects which can have disastrous

effects on device performance.

3. Effect of dissolution

Another Auger profile study was performed on lattice matched

InGaAsP/InGaAs/InGaAsP heterostructures to investigate the effects of

dissolution.19 The structure consisted of a 2 .m quaternarv C = 1.15 _m)

0 0

on a (100)-InP substrate followed by 500 A of ternary and 1000 A of

quaternary. These lattice matched layers were grown by step cooling at a

growth temperature of 640C for the quaternary and 627.5 0 C for the ternary.

The Auger profile of this structure, which is shown in Fig. 24, indicates

that the InGaAs/InGaAsP interface has a width no greater than 90 A (the

resolution limit of the Auger microprobe) but that the InGaAsP/InGaAs
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interface.
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interface is broadened. It might be expected that there would be some

dissolution of the InGaAsP layer by the InGaAs growth solution because

it is not saturated with phosphorus, however, it is the InGaAs layer which

is slightly dissolved by the InGaAsP melt, as indicated by the broadening

of the InGaAsP/InGaAs interface shown in Fig. 23. In general, there is

significant dissolution of a layer if it has a higher arsenic concentration

relative to the layer that is to be grown upon it.

The reason arsenic is so influential in the dissolution process is due

16
to its higher diffusivity in In melts relative to the other components.

Therefore, arsenic controls the dissolution at the growth interface, which

explains the interfacial compositional grading that occurs at the interface

of a short-wavelength quaternary or InP layer and a longer wavelength

quaternary or ternary layer. This conclusion indicates the difficulty of

growing such structures by LFE.

-I
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IV. MINORITY CARRIER DIFFUSION LENGTHS

A. Introduction

The minority carrier diffusion length, L, is an important material

parameter of quaternary and ternary epitaxial layers because it governs

the distribution of carriers for devices relying on minority carrier

injection and diffusion, and thus plays an important role in device

performance and design. It is also an indication of the quality of the

semiconductor. This section of the report covers some of the theory

required to interpret the experimental data and a description of the diffusion

length measurement technique, and presents results on the effect of lattice

mismatch on the hole diffusion length (L ) of n-type LPE InGaAsP ( = 1.15 um)
p g

and the variation of the electron diffusion length (L n) with hole concentration

for Zn-doped lattice matched InGaAsP (X = 1.15 ur) and InGaAs epitaxialg

layers grown by LPE. Preliminary results on hole diffusion lengths of

n-type InP grown by vapor phase epitaxy (VPE) are also presented.

B. Theory of the Measurement

The diffusion length is obtained by measuring the variation of the

short-circuit photocurrent produced by a light spot as it is scanned across

a bevelled p-n junction. Therefore, this section covers a theoretical

treatment of how the photocurrent is affected by the parameters of most

influence: surface recombination velocity (S), distance of the light spot

from the junction (x), minority carrier diffusivity (D ), and the absorptionp

coefficient (a) in order to gain an understanding of the photocurrent data

generated by the measurement.

The equation for the short circuit current due to the illumination of

a p-n junction diode can be obtained by using the model in Fig. 25. Light
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Figure 25. The circuit model used to calculate the solution for the short
circuit current due to minority carrier diffusion.
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of wavelength, A, is incident from the n side. The distance from the

surface to the edge of the depletion region is denoted by x. The

differential equation for the excess minority carrier density, p, in the

n-type region is:

aN (1 - R) e-ax + D d 2 P - = 0
0 pdx2  -P dx p

The first term describes the generation of electron-hole pairs by the

light source, N denotes the incident photon flux, (I - R) is the0

transmittance, and a is the absorption coefficient for the particular

wavelength of light illuminating the sample. The second term represents

the change in hole density due to diffusion where D is the holeP

diffusivity. The last term is the loss of minority carriers due to

recombination, and 7 is the minority carrier lifetime. The contribution to theP

current due to electrons generated within the p-type region is properly

neglected since the absorption coefficients of the quaternary and ternary

for the wavelength of light used in the experiment are large.

The solution of this equation with the boundary conditions p(O) - 0 at

the junction and dp/dx = Sp(x)/D at the surface gives the current from thep

concentration gradient of the hole density at the depletion region edge.
2 0

The normalized short-circuit current is plotted semilogarithmically in

Figs. 26-29 where the effect of one parameter is displayed while the others

are maintained constant. The "standard" values for these variables are
S 05 cms 0c2/s 5 m- 1

S = 10- cm/s, D = 10cm2 /s, a - 10 cm , and L - 2 im. The primaryp p

characteristic of the solution for the current is that under certain

conditions, namely, a large and x > L p, the solution reduces to a simple
-x/L

exponential decay, I a e P (Lp DT ).
p p
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In Figure 26, the uppermost curve is for the "standard" conditions.

Note that in this curve (and all that appear) the current is zero at the

junction; this is due to the implicit assumption that the depletion region

contributes no current, which is clearly faulty. However, since the

measurement relies on data far from the junction, the assumption is valid

for obtaining the diffusion length. The most important feature of this

curve is the linear decay of the logarithm of the current as the distance

from the junction increases. The slope of the linehr portion of the curve

yields a diffusion length of 2 pm, the "standard" value. As the diffusion

length becomes shorter, the slope becomes steeper. For short diffusion

lengths, the change in slope is very pronounced, making the scanned light spot

diffusion length measurement ideal for semiconductors with short diffusion

lengths, which are typical of many direct bandgap compound semiconductors.

The next three plots show how the curves are influenced by the

variation of one of the parameters: S, Dp, or a. The motivation for this

is to establish how far from the junction the light spot must be before the

linear portion of the curve begins, which indicates the minimum thickness

the layer must have to make a reliable interpretation of the photocurrent

data. Figure 27 shows the variation of the surface recombination velocity.

The principal effect is how S influences the current near the junction. As

S increases, the drop in current from its maximum value increases due to

the loss of carriers at the surface. Also after about 2.5 pm, the linear

characteristic is displayed for all these values of S for a 2 wm diffusion

length.

The effect of the absorption coefficient on the current depicted in

Fig. 28 is similar to that of S since it determines where the minority

• ! I
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carriers are generated; as a increases, the carriers are generated in closer

proximity to the surface. For a reasonable value of a(>2 X 104 cm- ), the

plots indicate that after one diffusion length the curves become linear.

The curves in Fig. 29 are plots with the minority carrier diffusivity

as the free parameter. These curves also indicate that for reasonable

values of D (-10 cm 2/s) a linear variation is obtained after one diffusion

length. In summary, these figures demonstrate that the thickness of the

n-type layer should be at least two times thicker than the measured

diffusion length in order to obtain an exponential decay of the

photocurrent.

C. Experimental Procedures

1. Crystal growth

The InGaAsP quaternary and InGaAs ternary layers were grown by liquid

phase epitaxy. The n- and p-type layers were grown on Zn and Sn-doped

(100)-InP substrates, respectively, to form a grown p-n junction. The proper

amounts of GaAs, InAs, InP (for the quaternary layers), and Zn (in the form

of a dilute Zn-In alloy) for the doped layers were added to 1.2 g of In to

form melts saturated at 650*C for the quaternary and 630*C for the ternary.

Prior to growth, the substrate was etched in a pure In melt to remove

thermal damage. The layers were grown at a constant temperature of 640*C

for the quaternary and 627.5*C for the ternary for approximately

25 minutes.1
9

In the lattice mismatch experiment, the amount of lattice mismatch

of the layers was adjusted by varying the atomic fraction of Ga in the

melt, since this produces a large change in the lattice mismatch with

little change in the bandgap energy.8 For the p-type doped layers

(p _ 1 x 1017 cm-3), the melts were baked at 665*C and 650 0 C for the
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quaternary and ternary layers, respectively, for about 35 hours in order

to reduce the background electron concentration of the layers before

the substrate and dopant were loaded into the boat.

19
From previous optical transmission measurements, the wavelength X,

corresponding to the bandgap energy for the lattice-matched updoped

quaternary and ternary layers, was determined to be 1.15 and 1.68 um,

respectively. The lattice mismatch was determined by x-ray diffraction

measurements on the as grown samples at room temperature using the hori-

zontal single crystal diffractometer. A symmetric diffraction geometry

was used, therefore, the measured mismatch was the component perpen-

dicular to the surface.

The VPE n-type InP layers were grown on Zn doped (l00)InP substrates

20
misoriented by 3' to the <110> direction by the hydride technique. The

effect of the source temperature (T s ) at the In boat on the hole diffusion

length was investigated.

2. Wafer processing

The first processing step in the fabrication of the measurement structure
0

is the deposition of a 3000 A thick film of pyrolytic SiO , on the epitaxial

layer to protect the surface during the subsequent steps and to serve as a

mask for the contact pattern. The substrate is then lapped with a coarse

grit abrasive slurry to remove the thermal damage produced during the growth

and make the backside of the wafer parallel to the surface of the epitaxial

layer. An ohmic contact is formed on the entire back surface by electro-

plating and then alloying at -400*C either AuSn or AuZn alloys for n- or

p-type substrates, respectively. A pattern of 200 um diameter contact dots is

produced photolithographically on the oxide, and ohmic contacts are formed
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in these dots by the same method used for the substrate contacts of the same

conductivity type material. For the special case of the lightly doped p-type

layers (p < 101 6 cm- 3), a sandwich of AuZn/Zn/AuZn, which was electroplated

and alloyed in the same manner, was required to insure the formation of

ohmic contacts. After the contacts have been alloyed, a final plating of

Au on both contact surfaces is performed to reduce the contact resistance

and minimize the problems in making reliable electrical contact with the

sample when it is probed.

A critical processing step for a successful measurement is angle

lapping the layer to produce a nearly damage free surface. The contacted

sample is mounted on a 1-inch diameter polishing plug which has been

machined to a - 1V angle. The leading and trailing edges of the wafer

are protected by cleaved GaAs rails to prevent damage to these edges and

resultant scratches on the lapped surface. For further protection, the

mounting wax is built up around all the edges of the rails and sample.

The sample is first lapped down roughly with a slurry composed of 5 um

levigated alumina and deionized (DI) water on a ground glass plate to

expose the layer. The final polishing steps are performed on a specially

fabricated epoxy plate which has been filled with 0.3 im alumina. 2 The sur-

face of the plate is finished by grinding it with 220 grit silicon carbide

sandpaper mounted on a large glass disc.

The sample is first lapped on this plate with a 0.3 ,m alumina and DI

water slurry until a fairly good surface with a few pits and scratches is

produced. For the final step, a slurry composed of a solution of sodium

hypochlorite (clorox), DI water and 0.3 um alumina is used while lapping

until virtually all the surface defects are removed leaving a specular surface.

Figure 30 is an optical micrograph of a typical lapped surface, in this case,
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Figure 30. An Optical micrograph of the angle-lapped surface of an :n~aAs
epitaxial laver.
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an 8 m thick p-type InGaAs layer. The unlapped surface of the layer is at

the top of the photograph while the lighter region below it is the ternary

layer bounded at the bottom of the darker region which is the InP substrate.

The small curvature of the InGaAs/InP interface is due to the slightly concave

substrate surface produced when polishing the InP crystal prior to growth.

Although a few pits and deep scratches remain, most of the area is usable

for the measurement.

A pictorial rendition of a finished sample is shown in Fig. 31. In

the diffusion lenE h measurement, a light spot is scanned from the top

surface down the bevel to the junction. The minority carriers generated

by the absorption of the incident photons diffuse to the junction and are

collected when they reach the edge of the depletion region producing the

measured photocurrent, which is a function of the spot position on the

surface. This position coordinate is transformed to the vertical distance

the spot is from the junction with the knowledge of the angle the lapped

surface forms with the unlapped top surface. The bevel angle is determined

with a Dektak surface profilometer. A representative Dektak trace is

shown in Fig. 32 which was taken for the sample shown in Fig. 30. The

angle is found by taking the arctangent of the slope of the bevel. For

this sample, the angle e was found to be 0.820. After completion of the

diffusion length measurements on a particular wafer, mesa etched diodes

are fabricated from the unlapped portion of the sample shown in Fig. 31

and capacitance-voltage (C-V) measurements are performed to determine the

majority carrier concentration of the layers.

3. Diffusion length measurement system

A block diagram of the diffusion length measurement system is shown

in Fig. 33. The beveled sample is si..-ated under the microscope objective
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Figure 31. A pictorial representation of a sample used for the diffusion
length measurement.
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on a platform which serves to contact the substrate. The beam from a

He-Ne laser (X = 0.6328 wm) is attenuated by neutral density filters and

mechanically chopped at 500 Hz before it is directed through the microscope

photoeyepiece by a mirror located near the exit pupil of the eyepiece. The

diameter of the focussed light spot on the sample was visually estimated

to be approximately 5 pm for the objective used in this work, and the

power incident on the sample was measured to be near 0.5 ,;W by a radiometer.

The light spot is scanned across the field of the microscope objective through

the rotation of the galvanometer driven mirror by a slow linear ramp signal.

The total distance scanned by the light spot is measured with a calibrated

eyepiece reticle. The variation in the intensity of the light spot across

the total scan length was verified to be less than ±2%° using a large area Si

photodetector, with most of the measured variation occurring at the very

beginning and end of the scan where it is least important.

A sample is aligned so that the scan direction is perpendicular to

* the visible junction line and is contacted with a 1 mil diameter wire probe.

As the light spot is scanned across the sample, the short circuit photocurrent

is amplified by a low noise current amplifier and detected by a lock-in

amplifier. The logarithm of the output signal from the lock-in is recorded

on the vertical axis of the x-y plotter while the horizontal axis of the

plotter is swept in synchronism with the scanned light spot, generating a

semilogarithmic plot of photocurrent as a function of the position of the

light spot. A complete scan is shown schematically within the block

representing the plotter for a scan starting from the top surface in a

region between the contact dots and proceeding down the bevel, ending

below the p-n junction where the laser beam is situated in the diagram. In

this experiment, x, the distance from the surface to the edge of the p-n
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junction depletion region is related to the horizontally scanned distance d

by the relation x - dtan 9. After e is measured, the vertical distance x

can be determined for the semilogarithmic plot, and the diffusion length is

computed from the linear portion of the response. The primary uncertainty

in this measurement is the determination of the bevel angle because it is

so small. With this consideration, the estimated error in the diffusion

lengths is ±10%. The variation in L about the average value for scans

from different regions of a sample were within these limits.

The plot of a typical diffusion length scan is shown in Fig. 34.

Tli current axis has been normalized by the peak value of the response which

occurs at the p-n junction where the origin for the distance axis, x, is

located. This particular sample was a 7 .m thick InGaAsP epitaxial layer

16 -3which was lattice matched and had an electron concentration of 3 X 10 cm

The light spot was scanned from the bare epitaxial layer surface down the

bevel to the p-n junction from left to right on the plot. The sharp step

at the left of the plot is caused by the transition from the top unlapped

surface to the lapped surface, and is due to a large difference in surface

recombination velocity between the lapped and as grown surfaces. The slope

of the linear portion of the plot yields an L of 1.5 Pm. The flat response
P

between 3.5 and 4 m corresponds to that from the top of the bevel and is

characteristic of this edge region produced by the lapping procedure. The

4 wm thickness is less than the measured cross section layer thickness

(7 um) because of the finite optical penetration depth of the light spot,

the width of the depletion region, and a post growth annealing step which

moved the junction into the n-type layer.
23
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D. Experimental Results

1. Effect of lattice mismatch

The variation of the hole diffusion length with lattice mismatch of

unintentionally doped InGaAsP epitaxial layers is shown in Fig. 35. The

maximum diffusion length (Lp = 1.5 im, Fig. 34) occurs when the epitaxial

layer is lattice matched to the InP substrate. As the mismatch increases

both positively and negatively, L decreases linearly. At the extreme
p

mismatch values (Aa/a = +0.31% and -0.25%, with L = 0.9 and 0.84 pmP

respectively) the surface morphology is poor and cracking of the epitaxial

layer was observed for the negative value of mismatch. The electron

concentration for these layers, as determined from the C-V data, ranged

from 2 x 1015 to 5 x 1016 cm- 3 and within this doping range there was no

correlation between L and the variation of the electron concentration.
p

The poor quality of the epitaxial layers at the extreme value of mismatch

limits the range within which the scanned laser spot technique can be used,

since a good p-n junction is required.

2. Effect of hole concentration

Previous workers have reported electron diffusion lengths, Ln, between

I and 2 wm for heavily doped (p 2 x 1018 cm
- 3) InGaAsP 24 ,25 and InGaAs

25

lattice matched layers.

The influence of the hole concentration of the electron diffusion length

for Zn-doped lattice matched InGaAsP epitaxial layers is shown in Fig. 36.

L decreases monotonically from 3.5 jm at a hole concentration of 3 x 1015 cm
- 3

n

to 0.13 wm at p - 5 x 10 cm . The decrease in L with p is small untiln

1017 cm- 3 where it begins to decrease more rapidly with the hole

concentration.
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Similar behavior was observed for the p-type InGaAs layers as shown

in Fig. 37. At the lowest hole concentration (p - 1.4 x 1016 cm - 3) the

electron diffusion length was 2.5 um and decreased to a value of 0.83 pm

the highest concentration measured (p - 5 x 1018 cm- 3). The point at which

L in the ternary begins to drop rapidly with hole concentration occurs atn

p 101 cm , an order of magnitude higher than for the quaternary. A single

data point for the hole diffusion length of an unintentionally doped

unbaked n-type ternary layer is also shown on this plot for comparison

(L 2.4 um for n = 6 x 1015 cm- 3 ).p

3. Effect of the source temperature on L of VPE InP0

The influence of the In boat source temperature on the hole diffusion

length is drawn in Fig. 38. The growth temperature was approximately 6740C

and T was varied from 7810 to 721°C. The longest L (5.5 um) was obtained

at the highest T and decreased as T was reduced, at T = 721 0C the

diffusion length was 1.5 wm. The electron concentration of these layers

was determined to be in the low 10 15cm range. The scatter in the data

is inexplicable at this time, but the trend in the data of decreasing L withp

decreasing T is definite. Since the diffusion length is longer for higher

Ts it indicates a longer minority carrier lifetime and higher quality material.

This effect may be attributed to a higher conversion efficiency of In to

InCl due to the higher source temperature.
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V. DISCUSSION AND CONCLUSIONS

A. Characterization of LPE Growth

In the first part of this report, X-ray diffraction was used to charac-

terize the LPE growth of InGaAsP and InGaAs epitaxial layers grown on lnP

substrates. The distribution coefficients for lattice matched growth of

InGaAsP layers with bandgaps in the 1.15 to 1.31 -m region were determined.

Extrapolation of the distribution coefficient data in Fig. 7 has been helpful

in the growth of longer wavelength (A = 1.55 im) mraterial. The surface mcr-g

phology of these layers was found to be more sensitive to lattice mismatc. at

the longer wavelength compositions. A detailed study of the effect if the

melt composition on A = 1.15 -m layers grown by step cooling was Dresented.g

It was found that both Aa/a and \ varied linearly with Xs, la/a variedg",
As

linearly, and A was almost constant for changes in XGa and both 'a/a
g

and ' were constant with changes in Xi. Thus large changes in Ia/a and
g p

\ can be obtained with the variations of Xs and Xa while a chanze in
g As *Ga

la/a with little variation in % can be obtained by varying Xa
g °

An important result was that both la/a and \ are affected by the rowt2
g

temperature. Growth by techniques involving a cooling rate resulted in

compositionally graded layers, and constant composition layers could be

obtained with a constant growth temperature, i.e., step cooling.

Auger depth profiling was used to investigate the interfacial region

of InGaAsP/InP and InGaAs/InGaAsP heterojunctions grown by LPE. It was

found that significant grading at the interface is caused by lattice mismatcn

and that the high diffusivitv of As in In solutions results in interface

broadening of layers with a lower As content grown on layers with a

higher As content, indicating that high bandgap on low bandgap heterostruct'Ire

will be difficult to grow by LPE.
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Future work should involve the use of a double crystal diffractometer

because of its greater resolution and nearly ideal diffraction conditions.

This instrument should allow a more thorough investigation of graded layers

and allow for the quantitiative determination of crystal quality through

comparison with theoretical diffraction peak intensity predictions. The

work presented here can also be extended to characterize the growth of

VPE InGaAsP and InGaAs.

B. Minority Carrier Diffusion Lengths

The variation of the electron diffusion length with hole concentration

for the quaternary and ternary are qualitatively the same with the main

difference being the occurrence of the sharp drop-off in L occurring atn

a hole concentration an order of magnitude lower for the quaternary. In

addition, L for the quaternary is longer then L for the ternary for the
n n

lightly doped samples while the reverse is observed at the higher doping

levels. The qualitative behavior of L of these Zn-doped materials is
n

similar to a previous study where the electron diffusion length was

measured as a function of hole concentration in Ge-doped GaAs p-n junctions.
8

In the GaAs work, the gradual decrease in L with increasing hole concentrationn

at low concentrations was attributed t4o the dominance of nonradiative

recombination, while at the higher hole concentrations the rapid decrease in

L is influenced by radiative recombination.
n

In the lattice mismatch experiment, the hole diffusion length of n-type

InGaAsP was found to decrease linearly as the lattice mismatch increased in

the range -0.25% < a/a < 0.31%. The longest value of L (1.5 um) was

obtained when the epitaxial layer was lattice matched to the substrate.

Other workers have reported the thermal expansion coefficient of InGaAsP

29
("= 1.3 um) and their data indicate tha: the layer lattice matched at
g
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room temperature would be mismatched by approximately +0.06% at the growth

temperature of 640C used in this work. However, the data presented in

this paper reveal that, when considering solely the diffusion length, the

absence of strain (lattice mismatch) at room temperature is more important

than the possible generation of misfit dislocations due to the small mismatch

at the growth temperature for this particular composition of the quaternary.

This indicates that any room temperature mismatch at the heterojunction

interface degrades the bulk properties of the epitaxial layer. This

conclusion is in qualitative agreement with other work done on severely

mismatched (Aa/a = -3.7%) GaAs/GaP heterojunctions where it was found that

the hole diffusion length in GaAs of the heterojunction samples was an

order of magnitude shorter than that in GaAs homojunction (lattice matched)

30
samples.

The hole diffusion lengths of VPE InP was found to markedly decrease

with decreasing source temperature. This result indicates that higher

quality VPE InP is grown with a high T . It is suggested that a mores

efficient conversion of In to InCl is obtained at higher T resulting
5

in better material.

Future work in this area should include more detailed studies of VPE

material to determine the optimum growth conditions, gas flows and temperatures,

for obtaining long diffusion lengths. The effects of interface recombination

should be investigated as was done previously with a higher bandgap semi-

31
conductor grown on the beveled junction samples. It appears that this can

be accomplished only with VPE because of the previously mentioned dissolution

problem in LPE growth.
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